In animal and plant breeding, phenotypic selection indices (PSI) are used for combining selection of several traits; they provide animal and plant breeders with objective rules for maximizing overall genetic gains. The aim of PSI is to maximize the selection response and provide the breeder with an objective rule for simultaneously evaluating and selecting several traits. When the phenotypic and genotypic variances and covariances are known, these three indices are the best linear predictors. When these parameters are estimated, the three indices will be optimal only if the estimators of the index weights are unbiased and have minimal variance. There are many methods for determining the sampling properties of the SPSI but there is no method for determining the sampling properties of RPSI and PPG-PSI coefficients. Using the canonical correlation theory, we proposed an asymptotic method for determining the statistical sampling properties of the estimators of the coefficients of the three phenotypic selection indices. We showed that under some assumptions, the sampling properties of the RPSI and PPG-PSI coefficient estimators could be obtained using the sampling properties of the SPSI coefficient estimator. We validated the theoretical results using two real datasets. The theoretical and numerical results indicated that the three estimators of the weights for the three indices were unbiased with minimal variances. We concluded that when the number of genotypes is large, the proposed method could be used to find the sampling properties of the coefficient of the three indices.
zero on the expected genetic advance of some traits while the expected genetic advance of other traits increases (or decreases) without imposing any restrictions.

Based on the ideas of the Kempthorne and Nordskog (1959) RPSI, Tallis (1962) proposed a selection index called PPG-PSI that attempts to make some traits change their values based on a predetermined level while the rest of the traits remain without restrictions. Mallard (1972) pointed out that the predetermined proportional gains PSI of Tallis (1962) does not provide optimum genetic advances and was the first to propose an optimum PPG-PSI based on a slight modification of the RPSI.

Another PPG-PSI was proposed by Harville (1975); it maximized the correlation between PSI and the net genetic merit subject to the restriction that the covariance between the index and some linear functions of the genotypes is different from zero. Tallis (1985) modified his original selection index (Tallis, 1962) and minimized the variance of the difference between the index and the net genetic merit using restrictions similar to those of Harville (1975). Itoh and Yamada (1987) mentioned that the PPG-PSI proposed by Harville (1975) and that of Tallis (1985) are equivalent and indicated some problems associated with the proportionality constants used in the Harville (1975) and Tallis (1985) indices. Later, Lin (2005) demonstrated that the PPG-PSI of Tallis (1985) could be extended to cases where more than one predetermined proportional gain is imposed on the genetic gain per selection cycle and that such an index can be constructed in one stage. In practice, the Mallard (1972) and Tallis (1985) PPG-PSI produce the same results when two or more traits are restricted.

The SPSI, RPSI, and Mallard (1972) PPG-PSI are now the standard selection indices used in plant and animal breeding programs for choosing candidates for selection with or without predetermined restrictions on the PSI traits. When the phenotypic and genotypic variance and covariances of these three indices are known, then (i) the correlation between the net genetic merits of the candidates for selection and the SPSI, RPSI, and PPG-PSI is maximized, (ii) the mean prediction error is minimized, and (iii) the SPSI, RPSI, and PPG-PSI are the best linear predictors of the net genetic merit of the candidates for selection and the ones with the highest relative efficiency compared with other selection procedures and are easy to use.

When the phenotypic and genotypic variance and covariances are estimated, it is not known if the sampling properties of the SPSI, RPSI, and PPG-PSI coefficients are indeed optimal. Tallis (1960) derived a large sample variance of index weights for individually selecting any number of traits and the predicted response when phenotypic and genetic parameters are estimated in a half-sib analysis; however, the expressions are complicated and do not allow identifying situations where selection indices are likely to be inefficient. Williams (1962) obtained an exact formula for the sampling variance of the index weights for only two variables of a specific experimental design. Harris (1964) used the delta method to determine the sampling properties of the SPSI; however, the results are confusing and the author did not present a general formula for the sampling statistical properties of the SPSI coefficients. Hayes and Hill (1980) proposed a transformation of the trait variables used for constructing genetic selection indices such that the sampling properties of the SPSI weights can be easily computed using a general formula; however, the formula depends on the transformation of the trait variables.

The selection response of SPSI, RPSI, and PPG-PSI will be optimal when the estimator index weights are unbiased and have minimal variances, but its efficiency is likely to decrease if the estimator index weights are biased with no minimal variances. The sampling variance of the index weights will therefore provide some idea of the likely loss of efficiency; if the variances are high, the index is probably far from optimal (Hayes and Hill, 1980).

The aim of this study was to demonstrate that, in the asymptotic context, it is possible to generate a general formula for determining the sampling properties of the estimators of the SPSI, RPSI, and PPG-PSI coefficients using the canonical correlation theory (Anderson, 1999, 2003). The formula proposed does not depend on any transformation of trait variables or on a specific experimental design.

**MATERIALS AND METHODS**

**Theory of Phenotypic Selection Indices**

**The Vector of Coefficients of the SPSI**

Let \( \mathbf{g} = [g_1, g_2, \ldots, g_t] \) and \( \mathbf{w} = [w_1, w_2, \ldots, w_t] \) be vectors of true breeding values and economic weights, respectively, of \( t \) traits under selection. The objective of the Smith (1936) PSI is to predict and select the net genetic merit \( \mathbf{H} = \mathbf{w}' \mathbf{g} \) using the PSI: \( \mathbf{l} = \mathbf{b}' \mathbf{p} \), where \( \mathbf{p} = [p_1, p_2, \ldots, p_t] \) is a vector of trait phenotypic values and \( \mathbf{b} = [b_1, b_2, \ldots, b_t] \) is a vector of coefficients of the PSI. Let \( \mathbf{P}^{-1} \) be the inverse of the phenotypic covariance matrix \( \mathbf{P} \) and \( \mathbf{G} \), the matrix covariance of the vector of true breeding values \( \mathbf{g} \); then the vector

\[
\mathbf{b} = \mathbf{P}^{-1} \mathbf{Gw}
\]

maximizes the PSI expected genetic advance per selection cycle for each trait, that is,

\[
E_{\text{PSI}} = k \frac{\mathbf{Gb}}{\sqrt{\mathbf{b}' \mathbf{Pb}}} \quad [2]
\]

where \( k \) is the standardized selection differential or selection intensity.

**The Vector of Coefficients of the Restricted Phenotypic Selection Index**

Suppose that the breeder is interested in improving only \( r \) of \( t \) traits, leaving \( t-r \) unchanged. Kempthorne and Nordskog
(1959) solved this problem by assuming that \( b'Pb = 1 \) and imposing restrictions on the SPSI expected genetic advance per selection cycle for each trait (Eq. [2]). Kempthorne and Nordskog (1959) maximized the function: \( \Psi = w'Gb - 0.5\lambda(b'Pb - 1) - v'C'b \) with respect to \( b \), where \( C' = U'G \), \( C'b = 0 \), and \( U' \) is a matrix of ones and zeros (1 indicates that the trait is restricted and 0 that the trait has no restriction); 0.5, and \( v' = [v_1, v_2, \ldots, v_q] \) are Lagrange multipliers. The rest of the parameters were defined in Eq. [1]. The vector that maximizes \( \Psi \) and \( E_{\text{PSI}} \) under the given restrictions is

\[
b_{\text{KN}} = Kb \quad \quad \quad \quad [3],
\]

where \( K = [I - Q] \), \( Q = P^{-1}C(C'P^{-1}C)^{-1}C' \), and \( b = P^{-1}Gw \) is the vector of coefficients of the SPSI; \( I \) is an identity matrix of order \( t \times t \); \( P^{-1} \) and \( G \) were defined in Eq. [1]. When \( U' \) is a null matrix (no restrictions on any traits), \( b_{\text{KN}} = b \). The RPSI expected genetic advance per selection cycle for each trait could be written as

\[
E_{\text{RPSI}} = k \frac{Gb_{\text{KN}}}{\sqrt{b_{\text{KN}}'Pb_{\text{KN}}}} \quad \quad \quad \quad [4],
\]

where \( k \) was defined in Eq. [2].

**The Vector of Coefficients of the Predetermined Proportional Gains Phenotypic Selection Index**

Mallard (1972) extended the idea of Kempthorne and Nordskog (1959) by considering that if \( \mu_j \) is the population mean of the \( j \)th trait before selection, one objective could be to change \( \mu_j \) to \( \mu_j + d_j \), where \( d_j \) is the predetermined change in \( \mu_j \) in one selection cycle (in Kempthorne and Nordskog [1959], \( d_j = 0 \), \( q = 1, 2, \ldots, r \)); the rest of the traits change with no restrictions.

Let \( D' = \begin{bmatrix} d_1 & 0 & \cdots & 0 & -d_r \\ 0 & d_2 & \cdots & 0 & -d_r \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & \cdots & d_r & -d_{r-1} \end{bmatrix} \) be a matrix of predetermined changes, where \( r \) is the number of predetermined proportional gains and \( d_j = \{q = 1, 2, \ldots, r \} \) is the \( q \)th element of the vector of predetermined restrictions \( d' = [d_1, d_2, \ldots, d_r] \), imposed by the researcher. Let \( M' = D'C' \) be a new matrix of restrictions, where \( C' = U'G \); then it is possible to impose the desired predetermined proportional gain restrictions on Eq. [2] as \( M'b = 0 \) and maximize \( \Psi = w'Gb - 0.5\lambda(b'Pb - 1) - v'Mb \) with respect to \( b \). The solution is the vector

\[
b_M = K_M b \quad \quad \quad \quad [5],
\]

where \( K_M = [I - Q_M] \), \( Q_M = P^{-1}M(M'P^{-1}M)^{-1}M' \), and \( b = P^{-1}Gw \); \( I \), 0.5, \( \lambda \), and \( v' = [v_1, v_2, \ldots, v_q] \) were defined in Eq. [3], respectively. When \( D = I \), \( b_M = b_{\text{KN}} \) (the vector of RPSI), and when \( D = I \) and \( U' \) is a null matrix, \( b_M = b \) (the vector of the SPSI). That is, the Mallard (1972) index is more general than the Kempthorne and Nordskog (1959) RPSI and is an optimum PPG-PSI. The PPG-PSI expected genetic advance per selection cycle for each trait could be written as

\[
E_M = k \frac{Gb_M}{\sqrt{b_M'Pb_M}} \quad \quad \quad \quad [6],
\]

where \( k \) was defined in Eq. [2].

**Canonical Correlations Between \( p \) and \( g \)**

Let \( p \) and \( g \) be vectors of trait phenotypic values and true breeding values, respectively, of \( t \) traits under selection, as defined in Eq. [1]. In addition, suppose that \( p \) and \( g \) have a joint normal distribution. We can define a new vector as \( \mathbf{x}' = [p', g'] \); in this case, the covariance matrix of \( \mathbf{x} \) will be

\[
\begin{pmatrix}
P & G \\
G & G
\end{pmatrix}.
\]

Matrices \( P \) and \( G \) were defined in Eq. [1]. From the covariance matrix of \( \mathbf{x} \), we can find one measure of the association between \( p \) and \( g \) using the canonical correlation theory (Anderson, 1999; Cerón-Rojas et al., 2008a). In this case, the solution is

\[
(P^{-1}G - \lambda_j^2I)b_j = 0 \quad \quad \quad \quad [7],
\]

where \( \beta_j \), the \( j \)th eigenvector, and \( \lambda_j \), the \( j \)th \( (j = 1, 2, \ldots, t) \) canonical correlation of \( p \) and \( g \) can be used to find the sampling statistical properties of Eq. [1], [3], and [5].

In addition, \( \hat{\beta}_j \) and \( \hat{\lambda}_j \) can be estimated from

\[
(\hat{P}^{-1}\hat{G} - \hat{\lambda}_j^2I)\hat{b}_j = 0 \quad \quad \quad \quad [8],
\]

where \( \hat{P} \), \( \hat{G} \), \( \hat{\beta}_j \), and \( \hat{\lambda}_j \) are maximum likelihood estimates (Anderson, 2003; Cerón-Rojas et al., 2008b) of \( P \), \( G \), \( \beta_j \), and \( \lambda_j \), respectively. Note that \( \hat{\lambda}_j^2 \) is positive only if \( \hat{P} \) is positive definite (all eigenvalues positive) and \( \hat{G} \) is positive semidefinite (no negative eigenvalues). Since \( \hat{P}^{-1}\hat{G} \) is an asymmetric matrix, the values of \( \hat{\beta}_j \) and \( \hat{\lambda}_j^2 \) can be obtained using singular value decomposition (Cerón-Rojas et al., 2008b).

**Datasets**

**Dataset 1**

These data are from commercial egg poultry lines and were obtained from Akbar et al. (1984). The estimated phenotypic (\( \hat{P} \)) and genetic (\( \hat{G} \)) covariance matrices among rate of lay (number of eggs), age at sexual maturity (d), egg weight (kg), and body weight (kg) were:

\[
\hat{P} = \begin{bmatrix}
240.57 & -95.62 & 2.07 & 54.40 \\
-95.62 & 167.20 & 4.58 & 15.36 \\
2.07 & 4.58 & 22.80 & 37.20 \\
54.40 & 15.36 & 37.20 & 516.11
\end{bmatrix}
\]

and

\[
\hat{G} = \begin{bmatrix}
29.86 & -17.9 & -4.13 & -1.75 \\
-17.9 & 18.86 & 1.49 & -4.88 \\
-4.13 & 1.49 & 9.24 & 16.66 \\
-1.75 & -4.88 & 16.66 & 179.73
\end{bmatrix}
\]
The number of genotypes was \( n = 3330 \), and the vector of economic values was \( \mathbf{w} = [19.54\ -3.56\ 17.01\ -2.51] \). We restricted three traits in RPSI and imposed three predetermined proportional gains in PPG-PSI, that is, \( \mathbf{d}' = [3\ -1\ 2] \). Then matrices \( \mathbf{U}' \) and \( \mathbf{D}' \) for this dataset were

\[
\mathbf{U}' = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0
\end{bmatrix} \quad \text{and} \quad \mathbf{D}' = \begin{bmatrix}
2 & 0 & -3 \\
0 & 2 & 1
\end{bmatrix}
\]

The \( \mathbf{d}' \) values were taken from Lin (2005), who used data from Akbar et al. (1984) to illustrate results in his paper. In addition, matrices \( \mathbf{C} = \mathbf{GU} \) and \( \mathbf{M} = \mathbf{CD} \) were equal to

\[
\mathbf{C} = \begin{bmatrix}
26.86 & -17.90 & -4.13 \\
-17.90 & 18.56 & 1.49 \\
-4.13 & 1.49 & 9.24 \\
-1.75 & 4.88 & 16.66
\end{bmatrix} \quad \text{and} \quad \mathbf{M} = \begin{bmatrix}
72.11 & -39.93 \\
-40.27 & 38.61 \\
35.98 & 12.22 \\
-53.48 & 6.90
\end{bmatrix}
\]

**RESULTS AND DISCUSSION**

**Expectation and Variance of Vector \( \mathbf{b} \)**

Let \( \mathbf{B} = \{ \mathbf{b}_j \} \quad (j = 1,2,\ldots,t, \quad t = \text{number of traits}) \) be the matrix of the eigenvectors of matrix \( \mathbf{T} = \mathbf{P}^{-1}\mathbf{G} \) (Eq. [7]), then \( \mathbf{T} = \mathbf{B}\mathbf{L}\mathbf{B}' \), where \( \mathbf{L} = \text{Diag}(\mathbf{\lambda}^2) \) is a diagonal matrix with \( \mathbf{T} \) eigenvalues. Suppose that \( \mathbf{b} \) is in the space generated by the \( \mathbf{B} \) eigenvectors, then \( \mathbf{b} \) can be written as

\[
\mathbf{b} = \mathbf{B}\mathbf{\alpha} = \sum_{j=1}^{t} \alpha_j \mathbf{b}_j
\]

where \( \mathbf{\alpha}' = [ \alpha_1, \alpha_2, \ldots, \alpha_t ] \) is a vector of unknown constants (Rao, 2002; Cerón-Rojas et al., 2008b; Crossa and Cerón-Rojas, 2011). By Eq. [9], the expectation and variance of \( \mathbf{b} \) can be denoted as

\[
\mathbb{E}(\mathbf{b}) = \sum_{j=1}^{t} \alpha_j \mathbb{E}(\mathbf{b}_j) \quad \text{[10]} \quad \text{and} \quad \text{Var}(\mathbf{b}) = \sum_{j=1}^{t} \alpha_j^2 \text{Var}(\mathbf{b}_j) + \sum_{j=1}^{t} \sum_{q=1}^{t} \alpha_j \alpha_q \text{Cov}(\mathbf{b}_j, \mathbf{b}_q) \quad \text{[11]},
\]

respectively, where \( \text{Var}(\mathbf{b}_j) \) and \( \text{Cov}(\mathbf{b}_j, \mathbf{b}_q) \) denote the variance of the \( j \)th eigenvector and the covariance between the \( j \)th and the \( q \)th \( \mathbf{T} \) eigenvectors. In Eq. [10] and [11], the \( \mathbf{T} \) eigenvectors are random, but the \( \mathbf{\alpha}' \) values are fixed.

**Expectation and Variance of Vectors \( \mathbf{b}_{Kn} \) and \( \mathbf{b}_M \)**

By Eq. [10] and [11], the expectation and variance of \( \mathbf{b}_{Kn} \) are

\[
\mathbb{E}(\mathbf{b}_{Kn}) = \mathbf{K}\mathbb{E}(\mathbf{b}) \quad \text{[12]} \quad \text{and} \quad \text{Var}(\mathbf{b}_{Kn}) = \mathbf{K}\text{Var}(\mathbf{b})\mathbf{K}'
\]

respectively, and the expectation and variance of \( \mathbf{b}_M \) are

\[
\mathbb{E}(\mathbf{b}_M) = \mathbf{K}_M\mathbb{E}(\mathbf{b}) \quad \text{[14]} \quad \text{and} \quad \text{Var}(\mathbf{b}_M) = \mathbf{K}_M\text{Var}(\mathbf{b})\mathbf{K}'_M
\]

where \( \mathbb{E}(\mathbf{b}) \) and \( \text{Var}(\mathbf{b}) \) are the expectation and variance of \( \mathbf{b} \). This means that for finding the expectations of \( \mathbf{b}_{Kn} \) and \( \mathbf{b}_M \), we need only \( \mathbb{E}(\mathbf{b}) \) and to find the variances of \( \mathbf{b}_{Kn} \) and \( \mathbf{b}_M \), we only need to find \( \text{Var}(\mathbf{b}) \).
Estimator of Vector b
We denoted the estimators of $\mathbf{b}$ by $\hat{\mathbf{b}} = \hat{\mathbf{P}}^{-1} \hat{\mathbf{G}} \mathbf{w}$, where $\hat{\mathbf{P}}^{-1}$ and $\hat{\mathbf{G}}$ are estimators of the inverse phenotypic covariance matrix ($\hat{\mathbf{P}}^{-1}$), and of the covariance matrix of true breeding values ($\hat{\mathbf{G}}$), both defined in Eq. [1]; $\mathbf{w}$ is the vector of economic values. According to Eq. [9], $\hat{\mathbf{b}} = \hat{\mathbf{P}}^{-1} \hat{\mathbf{G}} \mathbf{w}$ can be written as

$$\hat{\mathbf{b}} = \sum_{j=1}^{t} \hat{\alpha}_{j} \hat{\beta}_{j} \quad [16],$$

where $\hat{\alpha}_{j}$ is the $j$th element of the vector $\hat{\mathbf{\alpha}} = \hat{\mathbf{B}} \hat{\mathbf{b}}$, which is a least square estimator (unbiased and with minimum variance) of $\mathbf{\alpha} = \{ \alpha_{1}, \alpha_{2}, \ldots, \alpha_{t} \}$ (Crossa and Cerón-Rojas, 2011), and $\hat{\beta}_{j}$ (Eq. [8]) is a maximum likelihood estimator (asymptotically unbiased) of the eigenvector $\mathbf{\beta}$ of Eq. [7].

Expectation and Variance of the Estimator of Vector b
Suppose that vectors $\mathbf{\hat{\alpha}}$ and $\mathbf{\hat{b}}$ are independent, then the expectation of $\hat{\mathbf{b}}$ can be written as

$$E(\hat{\mathbf{b}}) = \sum_{j=1}^{t} E(\hat{\alpha}_{j} \hat{\beta}_{j}) = \sum_{j=1}^{t} \alpha_{j} \beta_{j} = \mathbf{b} \quad [17],$$

where $t$ = number of traits. That is, $\mathbf{\hat{b}} = \hat{\mathbf{P}}^{-1} \hat{\mathbf{G}} \mathbf{w}$ is an asymptotic unbiased estimator of $\mathbf{b}$.

In the asymptotic context, the variance of $\mathbf{\hat{b}}$ can be written as

$$\text{Var}(\hat{\mathbf{b}}) = \sum_{j=1}^{t} \alpha_{j}^{2} \text{Var}(\hat{\beta}_{j}) + 2 \sum_{j=1}^{t} \sum_{q=1}^{t} \hat{\alpha}_{j} \hat{\alpha}_{q} \text{Cov}(\hat{\beta}_{j}, \hat{\beta}_{q}) \quad [18],$$

where, by the results obtained by Anderson (1999) in the context of canonical correlations, the right terms of Eq. [18] associated with the eigenvectors of Eq. [8] can be written as

$$\text{Var}(\hat{\beta}_{j}) = \frac{1}{2n} \beta_{j} \beta_{j}' + \frac{1}{n} (1 - \lambda_{j}^{2}) \sum_{j=1}^{t} \frac{\lambda_{j}^{2} + \lambda_{j}'^{2} - 2 \lambda_{j} \lambda_{j}'^{2}}{\left(\lambda_{j}^{2} - \lambda_{j}'^{2}\right)^{2}} \beta_{j} \beta_{j}' \quad [19],$$

and, for $i \neq q$,

$$\text{Cov}(\hat{\beta}_{i}, \hat{\beta}_{q}) = \frac{(1 - \lambda_{i}^{2})(1 - \lambda_{q}^{2})(\lambda_{i}^{2} + \lambda_{q}^{2})}{n(\lambda_{i}^{2} - \lambda_{q}^{2})^{2}} \beta_{i} \beta_{q}' \quad [20],$$

where $n$ is the number of individuals or genotypes. Then, because Eq. [19] and [20] are divided by $n$, the estimator $\mathbf{\hat{b}} = \hat{\mathbf{P}}^{-1} \hat{\mathbf{G}} \mathbf{w}$ has minimum variance in the asymptotic context, and when $n$ tends to infinity, $\text{Var}(\hat{\mathbf{b}})$ (Eq. [18]) tends to the null matrix. So $\mathbf{\hat{b}}$ is a good estimator of $\mathbf{b}$, which implies that the SPSI is a good predictor of the net genetic merit of plants and animals.

Note that Eq. [20] converges more quickly to the one null matrix than Eq. [19] because the latter equation contains more terms than Eq. [20]. Then, when the number of traits and genotypes is very high, a good approximation to Eq. [18] shall be

$$\text{Var}(\hat{\mathbf{b}}) = \sum_{j=1}^{t} \alpha_{j}^{2} \text{Var}(\hat{\beta}_{j}) \quad [21].$$

In Eq. [21] we have written the variance of $\mathbf{\hat{b}}$ only in terms of the variances of the eigenvectors of Eq. [8]. In practice, Eq. [21] is a good option for obtaining $\text{Var}(\mathbf{\hat{b}})$ because it is a symmetric matrix, while Eq. [18] can be an asymmetric matrix because

$$\sum_{j=1}^{t} \sum_{q=1}^{t} \hat{\alpha}_{j} \hat{\alpha}_{q} \text{Cov}(\hat{\beta}_{j}, \hat{\beta}_{q})$$

is generally an asymmetric matrix. When the number of genotypes is low, this can substantially affect

$$\sum_{j=1}^{t} \alpha_{j}^{2} \text{Var}(\hat{\beta}_{j}),$$

then $\text{Var}(\mathbf{\hat{b}})$ will be an asymmetric matrix, that is, it will not be a covariance matrix.

Expectation and Variance of the Estimator of Vectors $b_{KN}$ and $b_{M}$
The estimators of $\mathbf{b}_{KN}$ and $\mathbf{b}_{M}$ were denoted by $\hat{\mathbf{b}}_{KN} = \mathbf{K} \hat{\mathbf{b}}$ and $\hat{\mathbf{b}}_{M} = \mathbf{K}_{M} \hat{\mathbf{b}}$, respectively, and their expectation and variance as

$$E(\hat{\mathbf{b}}_{KN}) = \mathbf{K} E(\hat{\mathbf{b}}) \quad \text{and} \quad \text{Var}(\hat{\mathbf{b}}_{KN}) = \mathbf{K} \text{Var}(\hat{\mathbf{b}}) \mathbf{K}' \quad [22]$$

and

$$E(\hat{\mathbf{b}}_{M}) = \mathbf{K}_{M} E(\hat{\mathbf{b}}) \quad \text{and} \quad \text{Var}(\hat{\mathbf{b}}_{M}) = \mathbf{K}_{M} \text{Var}(\hat{\mathbf{b}}) \mathbf{K}_{M}' \quad [23],$$

where $E(\mathbf{\hat{b}})$ and $\text{Var}(\mathbf{\hat{b}})$ are the expectation and variance of $\mathbf{\hat{b}} = \hat{\mathbf{P}}^{-1} \hat{\mathbf{G}} \mathbf{w}$. In Eq. [22] and [23], $\mathbf{b}$ is random, but matrices $\mathbf{K}$ and $\mathbf{K}_{M}$ are fixed. Note that because $\text{Var}(\mathbf{\hat{b}})$ is divided by $n$ (Eq. [19] and [20]), $\text{Var}(\mathbf{\hat{b}}_{KN})$ and $\text{Var}(\mathbf{\hat{b}}_{M})$ have minimum variance in the asymptotic context; when $n$ tends to infinity, $\text{Var}(\mathbf{\hat{b}}_{KN})$ and $\text{Var}(\mathbf{\hat{b}}_{M})$ tend to the null matrix.

Numerical Examples
Dataset 1
The estimated phenotypic ($\hat{\mathbf{P}}$) and genetic ($\hat{\mathbf{G}}$) covariance matrix values were presented in the materials and methods section. In that section, we presented two matrices, $\mathbf{C} = \hat{\mathbf{G}} \mathbf{U}$ and $\mathbf{M} = \mathbf{C} \mathbf{D}$, the vector of economic weight ($\mathbf{w}$) and the vector of predetermined restrictions ($\mathbf{d}$). From these data,

$$\hat{\mathbf{b}}' = \begin{bmatrix} 2.15 & -1.03 & 2.51 & -0.73 \end{bmatrix},$$

$$\hat{\mathbf{b}}_{KN}' = \begin{bmatrix} -0.09 & -0.38 & 1.31 & -0.72 \end{bmatrix},$$

and

$$\hat{\mathbf{b}}_{M}' = \begin{bmatrix} 1.83 & 0.68 & 4.42 & -1.01 \end{bmatrix}.$$
Suppose that the selection intensity is 10% \((k = 1.75)\), then the estimated values of Eq. [2], [4], and [6] are
\[
\hat{\mathbf{e}}_{\text{ps}} = \begin{bmatrix} 3.00 & -2.05 & 0.02 & -3.62 \end{bmatrix},
\hat{\mathbf{e}}_{\text{kn}} = \begin{bmatrix} 0 & 0 & 0 & -11.34 \end{bmatrix}, \text{ and }
\hat{\mathbf{e}}_{\text{m}} = \begin{bmatrix} 1.36 & -0.45 & 0.91 & -6.02 \end{bmatrix}, \text{ respectively.}
\]

**Estimates of the Expectation and Variance of the Estimators of Vectors \(\mathbf{b}, \mathbf{b}_{\text{kn}},\) and \(\mathbf{b}_{\text{m}}\)**

For Dataset 1, the values of vector \(\hat{\mathbf{b}} = \mathbf{B}'\hat{\mathbf{b}}\) were
\[
\hat{\mathbf{b}} = \begin{bmatrix} 0.61 & -2.90 & 1.54 & 1.17 \end{bmatrix}, \text{ and the estimated expectations of } \hat{\mathbf{b}}, \hat{\mathbf{b}}_{\text{kn}}, \text{ and } \hat{\mathbf{b}}_{\text{m}} \text{ were}
\]
\[
\hat{E}(\hat{\mathbf{b}})' = \begin{bmatrix} 2.15 & -1.03 & 2.51 & -0.73 \end{bmatrix},
\hat{E}(\hat{\mathbf{b}}_{\text{kn}})' = \begin{bmatrix} -0.09 & -0.38 & 1.31 & -0.72 \end{bmatrix}, \text{ and } \hat{E}(\hat{\mathbf{b}}_{\text{m}})' = \begin{bmatrix} 1.83 & 0.68 & 4.42 & -1.01 \end{bmatrix}, \text{ respectively.}
\]

The estimated variances of \(\hat{\mathbf{b}}, \hat{\mathbf{b}}_{\text{kn}},\) and \(\hat{\mathbf{b}}_{\text{m}}\) were
\[
\hat{\text{Var}}(\hat{\mathbf{b}})' = \frac{1}{3330} \begin{bmatrix} 79.18 & -4.66 & -0.39 & 6.16 \\ -4.66 & 73.00 & -9.23 & 15.31 \\ -0.39 & -9.23 & 56.32 & 15.97 \\ 6.16 & 15.31 & 15.97 & 49.66 \end{bmatrix},
\hat{\text{Var}}(\hat{\mathbf{b}}_{\text{kn}})' = \frac{1}{3330} \begin{bmatrix} 0.69 & 3.00 & -10.47 & 5.71 \\ 3.00 & 13.13 & -45.75 & 24.95 \\ -10.47 & -45.75 & 159.42 & -86.92 \\ 5.71 & 24.95 & -86.92 & 47.39 \end{bmatrix}, \text{ and }
\hat{\text{Var}}(\hat{\mathbf{b}}_{\text{m}})' = \frac{1}{3330} \begin{bmatrix} 58.54 & 43.04 & 46.81 & 15.03 \\ 43.04 & 39.65 & -0.90 & 28.78 \\ 46.81 & -0.90 & 193.14 & -66.15 \\ 15.03 & 28.78 & -66.15 & 43.10 \end{bmatrix}.
\]

**Dataset 2**

The estimated phenotypic \((\hat{\mathbf{P}})\) and genetic \((\hat{\mathbf{G}})\) covariance matrix values and the matrices \(\mathbf{C} = \hat{\mathbf{G}}\mathbf{U} \text{ and } \mathbf{M} = \mathbf{CD}\) for Dataset 2 were presented in the Materials and methods section along with the vector of economic weight \((\mathbf{w})\) and the vector of predetermined restrictions \((\mathbf{d})\). The estimated coefficient vector values were
\[
\hat{\mathbf{b}} = \begin{bmatrix} 0.10 & -0.35 & -0.36 & -3.23 \end{bmatrix},
\hat{\mathbf{b}}_{\text{kn}} = \begin{bmatrix} 0.15 & -0.01 & 0.02 & -0.23 \end{bmatrix}, \text{ and }
\hat{\mathbf{b}}_{\text{m}} = \begin{bmatrix} -0.09 & 0.05 & -0.03 & -0.66 \end{bmatrix}.
\]

The selection intensity was 10% \((k = 1.75)\) and the estimated values of Eq. [2], [4], and [6] were
\[
\hat{\mathbf{e}}_{\text{ps}}' = \begin{bmatrix} -0.33 & -8.77 & -8.67 & -0.53 \end{bmatrix},
\hat{\mathbf{e}}_{\text{kn}}' = \begin{bmatrix} 0 & 0 & 0 & -0.48 \end{bmatrix}, \text{ and }
\hat{\mathbf{e}}_{\text{m}}' = \begin{bmatrix} -0.23 & 0.12 & -1.16 & -0.67 \end{bmatrix}, \text{ respectively.}
\]

**Estimates of the Expectation and Variance of the Estimators of Vectors \(\mathbf{b}, \mathbf{b}_{\text{kn}},\) and \(\mathbf{b}_{\text{m}}\)**

For Dataset 2, the values of vector \(\hat{\mathbf{b}} = \mathbf{B}'\hat{\mathbf{b}}\) were
\[
\hat{\mathbf{b}} = \begin{bmatrix} -0.82 & 1.18 & -2.91 & 0.34 \end{bmatrix}, \text{ and the estimated expectation values of } \hat{\mathbf{b}}, \hat{\mathbf{b}}_{\text{kn}}, \text{ and } \hat{\mathbf{b}}_{\text{m}} \text{ were}
\]
\[
\hat{E}(\hat{\mathbf{b}})' = \begin{bmatrix} 0.10 & -0.35 & -0.36 & -3.23 \end{bmatrix},
\hat{E}(\hat{\mathbf{b}}_{\text{kn}})' = \begin{bmatrix} 0.15 & -0.01 & 0.02 & -0.23 \end{bmatrix}, \text{ and }
\hat{E}(\hat{\mathbf{b}}_{\text{m}})' = \begin{bmatrix} -0.09 & 0.05 & -0.03 & -0.66 \end{bmatrix}, \text{ respectively.}
\]

The estimated variances of \(\hat{\mathbf{b}}, \hat{\mathbf{b}}_{\text{kn}},\) and \(\hat{\mathbf{b}}_{\text{m}}\) were
\[
\hat{\text{Var}}(\hat{\mathbf{b}})' = \frac{1}{250} \begin{bmatrix} 28.35 & -28.21 & 52.37 & -3.77 \\ -28.21 & 99.91 & -160.63 & 9.24 \\ 52.37 & -160.63 & 301.25 & -19.05 \\ -3.77 & 9.24 & -19.05 & 5.23 \end{bmatrix},
\hat{\text{Var}}(\hat{\mathbf{b}}_{\text{kn}})' = \frac{1}{250} \begin{bmatrix} 1763.29 & -148.09 & 197.79 & -2812.88 \\ -148.09 & 12.44 & -16.61 & 236.24 \\ 197.79 & -16.61 & 22.19 & 315.52 \\ -2812.88 & 236.24 & -315.52 & 4487.24 \end{bmatrix}, \text{ and }
\hat{\text{Var}}(\hat{\mathbf{b}}_{\text{m}})' = \frac{1}{250} \begin{bmatrix} 4486.35 & -671.01 & 644.98 & -1434.25 \\ -671.01 & 100.92 & -96.74 & 203.54 \\ 644.98 & -96.74 & 92.86 & -200.91 \\ -1434.25 & 203.54 & -200.91 & 671.93 \end{bmatrix}.
\]

**Why are Matrices \(K\) and \(K_{\text{m}}\) Fixed?**

In Eq. [21] and [22], we assumed that matrices \(K\) and \(K_{\text{m}}\) were fixed. We made this assumption because matrices \(K\) and \(K_{\text{m}}\) are projectors. First, note that matrices \(K = [I - Q] \text{ and } Q = P^{-1}C(C'P^{-1}C)^{-1}C'\) are idempotent \((K = K^2\) and \(Q = Q^2)\) and unique (Searle, 1966); they are also orthogonal, that is, \(KQ = QK = 0\). Matrix \(Q\) projects vector \(b\) into a space generated by the columns of matrix \(C\) because of the restriction \(C'b = 0\) used when \(\Psi\) is maximized with respect to \(b\). Matrix \(K\) projects \(b\) to a space smaller than the original space of \(b\). The space reduction...
where matrix \( \mathbf{K} \) projects \( \mathbf{b} \) is equal to the number of zeros that appear in Eq. [4]. In the two numerical examples, we found that \( \hat{\mathbf{e}}_{\mathbf{KN}} = \begin{bmatrix} 0 & 0 & 0 & -11.34 \end{bmatrix} \), for Dataset 1, and \( \hat{\mathbf{e}}_{\mathbf{KM}} = \begin{bmatrix} 0 & 0 & 0 & -0.48 \end{bmatrix} \), for Dataset 2, because we imposed three restrictions on both datasets.

Additionally, note that matrices \( \mathbf{Q}_M = \mathbf{P}^{-1}((\mathbf{M}^{\prime} \mathbf{P}^{-1} \mathbf{M})^{-1}) \mathbf{M} \) and \( \mathbf{K}_M = [I - \mathbf{Q}_M] \) of Eq. [5] had the same function as matrices \( \mathbf{Q} = \mathbf{P}^{-1}((\mathbf{C}^{\prime} \mathbf{P}^{-1} \mathbf{C})^{-1}) \mathbf{C} \) and \( \mathbf{K} = [I - \mathbf{Q}] \). However, in this case, matrix \( \mathbf{Q}_M \) projects \( \mathbf{b} \) into a space generated by the columns of matrix \( \mathbf{M} \) because of the restriction \( \mathbf{M}^{\prime} \mathbf{b} = 0 \) that is introduced when \( \mathbf{P} \) is maximized with respect to \( \mathbf{b} \). Matrix \( \mathbf{K}_M \) projects \( \mathbf{b} \) to a space that is perpendicular to the space generated by the columns of matrix \( \mathbf{M} \). Then, matrices \( \mathbf{Q}_M \) and \( \mathbf{K}_M \) are both projectors, that is, they are idempotent (\( \mathbf{K}_M^2 = \mathbf{K}_M \) and \( \mathbf{Q}_M^2 = \mathbf{Q}_M \)) and unique (\( \mathbf{K}_M \mathbf{Q}_M = \mathbf{Q}_M \mathbf{K}_M = 0 \)).

Then, as \( \mathbf{K} \) and \( \mathbf{M} \) are projectors, their main function is to transform vector \( \mathbf{b} \) into vectors \( \mathbf{b}_{\mathbf{KN}} \) and \( \mathbf{b}_{\mathbf{KM}} \) and to determine the sampling statistical properties of \( \mathbf{b}_{\mathbf{KN}} \) and \( \mathbf{b}_{\mathbf{KM}} \), we can assume that \( \mathbf{K} \) and \( \mathbf{M} \) are fixed.

**Statistical Sampling Properties of \( \hat{\mathbf{b}} = \mathbf{P}^{-1} \mathbf{G} \mathbf{w} \)**

The sampling properties of \( \mathbf{b} = \mathbf{P}^{-1} \mathbf{G} \mathbf{w} \) were derived directly, and the only condition is that \( \mathbf{b} \) can be written as Eq. [16], that is, assuming that \( \mathbf{b} \) is in the space generated by the eigenvectors of matrix \( \mathbf{P}^{-1} \mathbf{G} \) (Eq. [8]). When this is the case, the sampling properties of the estimator of eigenvalues and eigenvectors of matrix \( \mathbf{P}^{-1} \mathbf{G} \) can be applied to find the sampling properties of \( \hat{\mathbf{b}} \).

In both datasets, we used Eq. [21] to obtain \( \hat{\mathbf{Var}}(\hat{\mathbf{b}}_{\mathbf{KN}}) \) and \( \hat{\mathbf{Var}}(\hat{\mathbf{b}}_{\mathbf{KM}}) \), because the estimated values of matrix \( \sum \sum \hat{\alpha}_j \hat{\alpha}_k \text{Cov}(\hat{\beta}_j, \hat{\beta}_k) \) for Datasets 1 and 2 were

\[
\begin{bmatrix}
0.0093 & -0.0160 & -0.0056 & 0.0097 \\
0.0132 & -0.0075 & 0.0044 & -0.0075 \\
0.0020 & -0.0020 & -0.0038 & 0.0007 \\
0.0077 & -0.0096 & 0.0048 & 0.0019 \\
\end{bmatrix}
\]

and

\[
\begin{bmatrix}
0.0088 & -0.0508 & -0.0288 & 0.0143 \\
-0.0430 & 0.1515 & 0.0894 & -0.0356 \\
0.0191 & -0.2856 & -0.1585 & 0.0462 \\
0.0023 & 0.0186 & 0.0097 & -0.0019 \\
\end{bmatrix}
\]

respectively. In Dataset 2, the values 0.1515, -0.2856, and -0.1585 were relatively high; however, the rest of the values were low. In Dataset 1, all the values were very low.

The values of \( \sum \sum \hat{\alpha}_j \hat{\alpha}_k \text{Cov}(\hat{\beta}_j, \hat{\beta}_k) \) will be similar to those in Dataset 1 if the numbers of traits and genotypes are very large; in this case, we can assume that Eq. [21] is a good approximation to the values of \( \text{Var}(\hat{\mathbf{b}}) \), \( \text{Var}(\hat{\mathbf{b}}_{\mathbf{KN}}) \), and \( \text{Var}(\hat{\mathbf{b}}_{\mathbf{KM}}) \).

**Importance of the Sampling Properties of Vectors \( \mathbf{b} \), \( \mathbf{b}_{\mathbf{KN}} \), and \( \mathbf{b}_{\mathbf{KM}} \)**

The method we proposed for finding the sampling properties of \( \mathbf{b} \), \( \mathbf{b}_{\mathbf{KN}} \), and \( \mathbf{b}_{\mathbf{KM}} \) is very simple, very general, and easy to program. The variances of \( \mathbf{b} \), \( \mathbf{b}_{\mathbf{KN}} \), and \( \mathbf{b}_{\mathbf{KM}} \) are useful because they can be used to construct confidence intervals or confidence regions for \( \mathbf{b} \), \( \mathbf{b}_{\mathbf{KN}} \), and \( \mathbf{b}_{\mathbf{KM}} \), which is important to complete the analysis of a selection process. However, because the formulas were developed in the asymptotic context, they require a large number of genotypes.

**Relationship of Vectors \( \mathbf{b} \) and \( \mathbf{b}_{\mathbf{KN}} \) to the Restrictive Eigen Selection Index Method**

The statistical sampling properties of coefficients \( \mathbf{b} \) and \( \mathbf{b}_{\mathbf{KN}} \) are related to the coefficient of the restricted eigen selection index (RESIM) developed by Cerón-Rojas et al. (2008b) in the canonical correlation theory context. The authors showed that \( \mathbf{b} \) is in the space of the \( \mathbf{T} = \mathbf{P}^{-1} \mathbf{G} \) eigenvectors (Eq. [7]) and can be written as in Eq. [16]. Cerón-Rojas et al. (2008b) also showed that, under certain assumptions, \( \mathbf{b}_{\mathbf{KN}} \) could be equal to the RESIM vector of coefficient. The basic theory of RESIM was developed within the framework of the canonical correlation theory, and that is why the statistical properties of its coefficient are known. The RESIM uses the elements of the first eigenvector for determining the proportion of each trait contributing to the selection index, and the square root of the first eigenvalue (singular value) is the selection response. The original ideas presented in this article were inspired by the theory developed in RESIM.

In addition to the relationships of \( \mathbf{b} \) and \( \mathbf{b}_{\mathbf{KN}} \) with the RESIM presented in this paper, we would like to point out the relationship of two indices developed in the molecular marker-assisted selection (MAS) context: the Lande and Thompson (1990) and Dekkers (2007) selection indices with the molecular eigen selection index method (MESIM) of Cerón-Rojas et al. (2008a) which, besides the phenotypic information, also uses molecular information to predict the net genetic merit. In theory, MESIM is very similar to RESIM. Because the indices of Lande and Thompson (1990) and Dekkers (2007) are a direct application of the SPSI to MAS, and the MESIM was developed within the canonical correlation theory context, it is possible to use the method developed in this paper for determining the statistical sampling properties of the estimator of the coefficients of the Lande and Thompson (1990) and Dekkers (2007) selection index using the MESIM theory in a similar manner as we did it for \( \mathbf{b} \), \( \mathbf{b}_{\mathbf{KN}} \), and \( \mathbf{b}_{\mathbf{KM}} \) using the RESIM and the canonical correlation theory. This shows that, in effect, the method we proposed for finding the sampling properties of \( \mathbf{b} \), \( \mathbf{b}_{\mathbf{KN}} \), and \( \mathbf{b}_{\mathbf{KM}} \) is general.
As for the economic weights, these should be determined by the breeder or by some mathematical estimation. When the economic weights are known, there is no problem. Furthermore, so far there is no mathematical method for determining the economic weights for the three selection indices described in this paper; a possible solution would be to use selection indices such as RESIM and the eigen selection index method (Cerón-Rojas et al., 2008a,b), which do not require economic weights.

**CONCLUSIONS**

Using the canonical correlation theory, we developed an asymptotic method for determining the statistical sampling properties of the estimator of the coefficients of the Smith phenotypic selection index. Also, under certain assumptions applied to the Smith phenotypic selection index coefficient estimator, we obtained the sampling properties of the estimator of the restricted phenotypic selection index, and the predetermined proportional gains phenotypic selection index. The method indicated that when the number of genotypes is large, the estimators of the coefficients of the three indices were unbiased and with minimal variance. We concluded that this method could be used to obtain the sampling properties of the estimator of the coefficients of the three indices.
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