Predicting the Campbell Soil Water Retention Function: Comparing Visible–Near-Infrared Spectroscopy with Classical Pedotransfer Function
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The soil water retention curve (SWRC) is essential for the modeling of water flow and chemical transport in the vadose zone. The Campbell function and its \( b \) (pore-size distribution index) parameter fitted to measured data is a simple method to quantify retention under relatively moist conditions. Measuring soil water retention is time consuming, and a method to accurately predict the Campbell relation from either typically available soil parameters such as bulk density, clay-size fraction, and organic matter content (soil fines) or from visible–near-infrared (vis–NIR) spectroscopy may provide a fast and inexpensive alternative. However, the traditional Campbell model has a reference point at saturated water content, and this soil-structure-dependent water content will typically be poorly related to basic texture properties and thus be poorly predicted from vis–NIR spectra. In this study, we anchor the Campbell model at the water content at \(-1000 \text{ cm H}_2\text{O matric potential} \ [\log(1000)=\text{pF} 3].\) Agricultural soil samples with a wide textural range from across Denmark were used. Soil water retention was measured at a number of matric potentials between pF 1 and 3. The soil water content at pF 3 and Campbell \( b \) were both well predicted using either a soil-fines-based pedotransfer function or vis–NIR spectroscopy. The resulting Campbell function anchored at pF 3 compared closely to measured water retention data for a majority of soils. The ability of the two methods to also predict field average SWRC was evaluated for three fields. Field average, predicted SWRC compared well with field average measured data, with vis–NIR overall performing better.

Abbreviations: CF, clay-size fraction; PLS, partial least squares; RMSEC, root mean square error of calibration; RMSECV, root mean square error of cross-validation; RPIQ, ratio of performance to interquartile distance; \( R^2 \text{Cal} \), coefficient of variation of the calibration dataset; \( R^2 \text{CV} \), coefficient of variation of the cross-validation dataset; OM, organic matter; SWRC, soil water retention curve; vis–NIR, visible–near-infrared.

The soil water retention curve (SWRC), which relates the soil water content and matric potential, is important for understanding water and solute movement in the vadose zone and water availability for plants. However, measuring the SWRC in the laboratory is a highly time consuming and laborious process. During the last decades, several mechanistic and empirical models for predicting the SWRC have been proposed (Brooks and Corey, 1964; Campbell, 1974; van Genuchten, 1980; Karup et al., 2017). The simplest model among these is the Campbell (1974) soil water retention function, only requiring a curve-shape parameter (the pore-size distribution parameter, \( b \)) and the saturated water content at the air-entry soil water potential as input. However, saturated water content is strongly related to soil structure and total porosity and less to texture (Jarvis et al., 1999; Babaian et al., 2015). In addition, estimation of the air-entry soil water potential will often lead to erroneous water retention results, since there is a substantial variability of air-entry potential within textural classes (Clapp and Hornberger, 1978). To avoid these problems, we suggest anchoring the Campbell soil water retention function not at air-entry, but at a lower soil water potential (drier condition) where the corresponding soil water content is strongly related to soil texture.
In this study, we will use the water content at −1000 cm H2O soil water matric potential (pF3 [log(1000) = pF3]) instead of saturated water content as a reference point. Hereby, the two only unknown parameters in the Campbell function become θpF3 (volumetric water content at −1000 cm H2O) and Campbell b ( pore-size distribution index). For easy prediction of the SWRC, a fast and accurate method to predict these two parameters is needed.

Several pedotransfer functions have been developed to predict the SWRC on the basis of textural class or predicting water content at a given soil water potential from basic soil properties such as bulk density and clay- and sand-size fraction (Clapp and Hornberger, 1978; Gupta and Larson, 1979; Schaal et al., 1998). Clapp and Hornberger (1978) showed that Campbell b is a function of the clay-size fraction (CF), and Jensen et al. (2015) correlated the water content at different soil water potential with the texture, organic matter (OM) content, and bulk density. Although the implementation of pedotransfer functions is easy, the measurement of the required input data (e.g., clay content) is still fairly expensive.

During the last few decades, many attempts have been made to predict soil properties using spectroscopy due to its simplicity, rapidity, and low-cost analysis. Visible–near-infrared spectroscopy has previously been used successfully to predict soil attributes such as OM, clay content, fine silt content, the ratio between clay, and total organic C (Hermansen et al., 2016; Hermansen et al., 2017; Katuwal et al., 2018); soil structural properties (Katuwal et al., 2018); and complete particle size distribution (Hermansen et al., 2017). Few studies (Santra et al., 2009; Babaeian et al., 2015) have shown the ability of vis–NIR to predict the soil water retention curve. Babaeian et al. (2015) developed point and parametric spectral transfer functions to predict soil water contents at nine specific soil matric potentials (from saturation up to pF 4.2), as well as the parameters of van Genuchten (α and n) and Brooks–Corey (α and λ). Santra et al. (2009) used spectral transfer functions to predict the two parameters of van Genuchten water retention model α and n at wet parts (pF < 2.9). Furthermore, they related the spectral transfer function to the parameters of van Genuchten (αVG and nVG) and Brooks and Corey (αBC and λBC) to predict these. To relate soil properties to spectral measurements, statistical methods are required to extract these properties, such as partial least squares (PLS) regression (Janik et al., 1998; Rossel et al., 2006; Nocita et al., 2011; Hermansen et al., 2016), principal component regression (Chang et al., 2001; Islam et al., 2003), or artificial neural networks (Rossel and Behrens, 2010).

The objective of this study was to examine if vis–NIR spectroscopy can perform equally well as a classical pedotransfer function to predict the SWRC. For that, vis–NIR models and soil-fines-based pedotransfer functions were developed using measured soil water retention curves for 219 undisturbed soil samples from Denmark, covering a wide range of soil textures, from sand to loam soils, and OM contents. Specifically, the two model parameters in the Campbell function anchored at pF 3, θpF3 and Campbell b, were predicted using the two suggested methods. The first method (vis–NIR model) predicts the two parameters using vis–NIR calibration models. The second method (classical pedotransfer function) relates soil fines (i.e., CF and OM) and bulk density to θpF3 and Campbell b using multiple linear regression. The two methods were compared, both for predicting the SWRC on individual soil samples and across-field variations.

Materials and Methods

Soil Samples

A total of 219 undisturbed 100-cm³ (3.5-cm height, 6.1-cm diam.) core and bulk soil samples were used in this study. The samples were extracted from Danish agricultural fields comprising soils up to 20% (v/v) content of soil fines. The soil samples (soil core and bulk samples) were sampled from the 0- to 20-cm depth (topsoils) at different agricultural sites in Denmark: Silstrup (65 soil samples), Estrup (44), Jyngevad (87), Aarup (4), Saebø (9), and 10 soil samples from different localities in Denmark covering a variety of Danish soil types (Iversen et al., 2011). Three of the sites included in this study (Silstrup, Estrup, and Jyngevad) are part of the Danish Pesticide Leaching Assessment Program and are representative for agricultural soil types in Denmark. The soil samples from these three sites were taken in a grid with 15 m between grid points to represent across-field variations (Fig. 1). Detailed soil and site information about the Silstrup (56°55’ N, 8°38’ E), Jyngevad (54°53’ N, 9°07’ E), and Estrup (56°29’ N, 9°04’ E) sites can be found in Norgaard et al. (2013), Masis-Meléndez et al. (2014), and Paradelo et al. (2015), respectively.

Soil Characterization

The bulk soil samples were initially air dried and then 2-mm sieved. To determine the soil texture distribution, a combination of sieving and the hydrometer method was used (Gee and Or, 2002). Total organic C was determined on a Leco carbon analyzer coupled with an infrared CO2 Flash 2000 NC detector (Thermo Fisher Scientific) and then was converted to OM by multiplying it by 1.72. After sampling, the soil cores were placed in sandboxes at −100 cm H2O and then slowly saturated from below. The SWRC from pF 1 to 3 was measured for three replicates with sandboxes and the Richards pressure plate apparatus. Bulk density was determined for the 100-cm³ core samples by oven drying at 105°C for 24 h. The soil samples were distributed across a large texture range from sand to loam soils (Fig. 1).

Campbell Retention Model Anchored at pF 3

A simple method to quantify the SWRC is the Campbell soil water retention function, which predicts the soil water matric potential (ψ) at a given volumetric water content (θ) anchored at the saturated volumetric water content (θs). The Campbell soil water retention model (Campbell, 1974) is expressed as

\[
ψ = \psi_s \left(\frac{θ}{θ_s}\right)^b
\]

where ψs is the air-entry matric potential (cm H2O). The empirical soil water retention parameter, Campbell b, is strongly dependent on soil texture (Clapp and Hornberger, 1978) and is regarded an index for the soil pore-size distribution (Moldrup et al., 2001). Campbell b
Fig. 1. Location of the agricultural fields and where soil samples were collected: sampling grid at (a) Estrup and (b) Silstrup; (c) distribution of the soil samples in the USDA soil texture triangle.
is equal to the slope of the SWRC on a log–log scale \([\log(-\psi) \text{ vs. } \log(\theta)]\) system. Expressing the SWRC in \(\log(-\psi) \text{ vs. } \log(\theta)\) system yields

\[
\log(-\psi) = -b \log(\theta) + E
\]  

where \(E\) is the intercept of the soil water retention in the log–log system. Equation [2] should produce a straight line (Campbell, 1974).

This study proposes anchoring the Campbell retention model, not at water saturation \(\theta_s\), but with a reference point at the volumetric water content at \(-1000\) cm H\(_2\)O soil water matric potential (pF 3). Anchoring the Campbell model (Eq. [1]) at pF 3, the new equation is expressed as

\[
\psi = -1000 \left( \frac{\theta}{\theta_{pF3}} \right)^{-b}
\]  

where \(E\) is the intercept of the soil water retention in the log–log system. Equation [2] should produce a straight line (Campbell, 1974).

Examples of soil water retention measurements for a sand soil, sandy loam soil, and loam soil are illustrated in Fig. 2a. Furthermore, Fig. 2b shows the fitting of the original and the anchored Campbell soil water retention function for the measured soil water retention points of a loam soil.

**Visible–Near-Infrared Spectroscopy**

Approximately 50 g of the representative air-dried bulk soil sample was placed in a 60-mm sample cup, and the reflectance in the vis–NIR range (400–2500 nm) was measured with a NIRS DS2500 spectrometer (FOSS) with two detectors: Si (400–1100 nm) and PbS (1100–2500 nm). The spectral resolution was 0.5 nm. The reflectance measurements were transformed to absorbance by \(\log(\text{reflectance}^{-1})\). The reflectance was measured in seven positions, and the averaged spectrum was extracted for each soil sample.

**Multivariate Data Analysis**

Multivariate data analysis was performed using the PLS Toolbox 8.2 software (Eigenvector Research). All soil samples were included in the calibration model because some soil samples were derived either from a field or from a small sampling area at different locations (point samples). Measured data of Campbell \(b\) and \(\theta_{pF3}\) were correlated with the spectral measurements using PLS regression analysis with the SIMPLS algorithm (de Jong, 1993). The models were validated using the venetian blind cross-validation method with 10 splits groups and one sample per split (Snee, 1977).

To find the best correlation between spectral data and reference data, spectra quality was improved by removing extraneous sources that are not important to the analysis, using different pretreatment techniques such as gap segment first and second derivative (Norris, 2001), Savitzky–Golay first and second derivative (Savitzky and Golay, 1964), standard normal variate transformation, and detrending (Barnes et al., 1989). The spectral data were mean centered.

For the statistical evaluation of the calibration models, the \(R^2\), RMSE of calibration (RMSEC) and validation (RMSECV), and ratio of performance to interquartile distance (RPIQ) were used. The RMSEC is a measure of how well the model fits the data, whereas RMSECV is a measure of the ability of the model to determine the measured data (Campbell \(b\) and \(\theta_{pF3}\)) that were not used to build the model. The RMSEC and RMSECV are defined as

\[
\text{RMSE} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (\tilde{y}_i - y_i)^2}
\]

where \(N\) is the number of samples, \(\tilde{y}_i\) is the predicted values, and \(y_i\) is the reference data.
The RPIQ represents the spread of the population regardless of the distribution (Bellon-Maurel et al., 2010). It is an index based on quartiles where \( Q_1 \) is the value below which 25% of the samples can be found and \( Q_3 \) is the value below which 75% of the samples can be found:

\[
RPIQ = \frac{IQ}{SEP} = \frac{Q_3 - Q_1}{SEP} \tag{5}
\]

where IQ is the interquartile distance and gives the range of dispersion around the median (or second quartile \( Q_2 \)), and SEP is the SE of prediction. In this study, RMSECV is used instead of SEP.

The determination of the optimum number of factors (or latent variables) is crucial for the calibration of the model (Sileoni et al., 2013), since it is needed to maximize the amount of variation explained in spectral data that is relevant for predicting the reference data and also to not overestimate or underestimate the model. The optimum number of factors explaining the spectral matrix was identified by comparing RMCEC, RMSECV, and cumulative explained variance as a function of factors. Specifically, it is the local minimum value of the RMSEC and RMSECV that represents the most significant change in slope.

### Soil-Fines-Based Pedotransfer Function

During the last few decades, many researchers have correlated the parameters of the SWRC with soil properties and developed several pedotransfer functions (Clapp and Hornberger, 1978; Saxton et al., 1986; Olesen et al., 2000; Jensen et al., 2015; Karup et al., 2016), since these properties (such as bulk density, CF, and OM) are easily available. Jensen et al. (2015) showed that the volumetric water content at pF 6 is related to the bulk density and clay, silt, and OM contents. Clapp and Hornberger (1978) provided a model for predicting the anchored Campbell function at \( pF_3 \) knowing only the CF. This study suggests using the following models to predict the anchored Campbell function at \( pF_3 \):

\[
\theta_{pF3} = A \rho_d \frac{CF}{D_{ps}} + \frac{OM}{D_{p,OM}} \tag{6}
\]

and

\[
b = B \rho_d (CF + OM) \tag{7}
\]

where \( \rho_d \) is bulk density (g cm\(^{-3}\)), CF is the clay-size fraction (kg kg\(^{-1}\)), OM is organic matter (kg kg\(^{-1}\)), \( D_{ps} \) is the particle density of a soil sample (g cm\(^{-3}\)), \( D_{p,OM} \) is the particle density of OM (g cm\(^{-3}\)), and \( A \) and \( B \) are regression coefficients. The \( R^2 \), RPIQ, and RMSE were used for the evaluation of the soil-fines-based pedotransfer function.

### Results and Discussion

#### Soil Properties

The statistical characteristics of the soil properties are presented in Table 1, and an overview of sampling locations and their distribution in the USDA texture triangle is illustrated in Fig. 1. A total of five different soil texture classes were observed. The CF and OM ranged from 0.036 to 0.256 and 0.017 to 0.126 kg kg\(^{-1}\), respectively, whereas the bulk density ranged from 1.00 to 1.67 g cm\(^{-3}\).

The soil sample texture ranged from sand to loam according to the USDA texture triangle. The Silstrup site is mostly characterized as loam, except for a few soil samples that were sandy loam. Jyndevad has a very narrow texture range with sand and loamy sand soils, whereas Estrup ranges from loamy sand to loam. The samples from Aarup and Saeby ranged from sandy loam to sandy clay loam. Soil samples from Iversen have a wide texture range from sand to sandy clay loam.

Volumetric water content at \( pF_3 \) varied between 0.084 (Jyndevad) and 0.319 kg kg\(^{-1}\) (Estrup), with average values for Silstrup, Estrup, and Jyndevad of 0.271, 0.252 and 0.106 kg kg\(^{-1}\), respectively. The Kolmogorov–Smirnov statistic indicated that the \( \theta_{pF3} \) values for the three fields were normally distributed at the 5% level of significance.

The values of Campbell \( b \), which is an indicator of pore-size distribution, varied from 3.0 to 19.4. The Silstrup site has an average Campbell \( b \) value of 11.01 (loam soil), whereas samples from Jyndevad have a lower value of 3.55 (sand and loamy sand soils). The Estrup soil has a wider texture range than the other two fields, and Campbell \( b \) ranged from 5.23 to 13.91, with an average value of 9.91.

#### Visible–Near-Infrared Measurements

Examples of raw absorption spectra for four soil samples: one spectrum each for low and high values of \( \theta_{pF3} \) (sand and sandy loam soil, respectively), one spectrum for loamy sand soil (low value of Campbell \( b \)), and one spectrum for loam soil (high value of Campbell \( b \)) are shown in Fig. 3. The soil sample with the high \( \theta_{pF3} \) (0.32 cm\(^{-3}\) cm\(^{-3}\)) value had clay, sand, and OM contents of 0.090, 0.577, and 0.104 kg kg\(^{-1}\), respectively. For the sample with the low value (0.08 cm\(^{-3}\) cm\(^{-3}\)), the contents were 0.036, 0.894, and 0.027 kg kg\(^{-1}\), respectively. The loam soil, which had a high value of Campbell \( b \) (19.35), had clay, sand, and OM contents of 0.234, 0.353 and 0.020 kg kg\(^{-1}\), respectively. For the loamy sand soil with the low value (3.63), the contents were 0.057, 0.758 and 0.022 kg kg\(^{-1}\), respectively. Therefore, the samples with the lowest values of \( \theta_{pF3} \) and Campbell \( b \) represent low fine minerals and had higher absorbance throughout the vis–NIR range than the absorbance of the higher values (\( \theta_{pF3} \) and Campbell \( b \)). The loamy sand and loam soils (low and high values of Campbell \( b \)) both had low OM contents, and therefore their absorption in the visible range was lower than that of the sand and sandy loam soils (low and high values of \( \theta_{pF3} \)). Galvão and Vitorello (1998) have shown that, in the absence of organic C, reflectance increases through the vis–NIR range, especially in the range from 600 to 750 nm and therefore absorption in this range is decreased. The peaks near 1400 and 1900 nm indicate the presence of water molecules, and if molecular water is present, these two features always appear (Hunt, 1977). The peak at 2200 nm appears because of the combination of the OH stretch with the fundamental Al–OH bending mode (Hunt, 1977).
Partial Least Squares Regression Analysis

The pretreatment method, Savitzky–Golay second derivative, was applied to the vis–NIR spectra, as this method resulted in the best calibration models of the tested pretreatment methods. Figure 4 shows the optimum number of factors selected for each model, according to the RMSEC, RMSECV, and cumulative explained variance as a function of factors. The optimum number of factors was five for both models. The results of the PLS regression analysis for the models are presented in Table 2. Specifically, the predictions of $q_{\text{pF3}}$ and Campbell $b$ yielded an $R^2$ of 0.93 and 0.86 and RMSE of 0.022 and 1.519, respectively. Furthermore, the value of RPIQ indicates that the model for $q_{\text{pF3}}$ performed better than the

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Statistic†</th>
<th>Soil property‡</th>
<th>$q_{\text{pF3}}$</th>
<th>$\theta_{\text{pF3}}$</th>
<th>Campbell $b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Silstrup ($N = 65$)</td>
<td>Mean</td>
<td>0.159</td>
<td>0.034</td>
<td>1.451</td>
<td>0.271</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>0.156</td>
<td>0.034</td>
<td>1.461</td>
<td>0.272</td>
</tr>
<tr>
<td></td>
<td>$Q_1$</td>
<td>0.149</td>
<td>0.033</td>
<td>1.407</td>
<td>0.266</td>
</tr>
<tr>
<td></td>
<td>$Q_3$</td>
<td>0.168</td>
<td>0.035</td>
<td>1.495</td>
<td>0.279</td>
</tr>
<tr>
<td></td>
<td>$\sigma$</td>
<td>0.013</td>
<td>0.002</td>
<td>0.063</td>
<td>0.011</td>
</tr>
<tr>
<td></td>
<td>Min.–max.</td>
<td>0.142–0.189</td>
<td>0.029–0.038</td>
<td>1.275–1.555</td>
<td>0.239–0.294</td>
</tr>
<tr>
<td>Estrup ($N = 44$)</td>
<td>Mean</td>
<td>0.108</td>
<td>0.053</td>
<td>1.360</td>
<td>0.252</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>0.108</td>
<td>0.044</td>
<td>1.375</td>
<td>0.254</td>
</tr>
<tr>
<td></td>
<td>$Q_1$</td>
<td>0.095</td>
<td>0.037</td>
<td>1.303</td>
<td>0.232</td>
</tr>
<tr>
<td></td>
<td>$Q_3$</td>
<td>0.124</td>
<td>0.061</td>
<td>1.447</td>
<td>0.267</td>
</tr>
<tr>
<td></td>
<td>$\sigma$</td>
<td>0.021</td>
<td>0.023</td>
<td>0.117</td>
<td>0.030</td>
</tr>
<tr>
<td></td>
<td>Min.–max.</td>
<td>0.055–0.246</td>
<td>0.031–0.126</td>
<td>1.070–1.534</td>
<td>0.172–0.319</td>
</tr>
<tr>
<td>Jyndevad ($N = 87$)</td>
<td>Mean</td>
<td>0.042</td>
<td>0.031</td>
<td>1.416</td>
<td>0.106</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>0.041</td>
<td>0.031</td>
<td>1.410</td>
<td>0.104</td>
</tr>
<tr>
<td></td>
<td>$Q_1$</td>
<td>0.040</td>
<td>0.029</td>
<td>1.386</td>
<td>0.098</td>
</tr>
<tr>
<td></td>
<td>$Q_3$</td>
<td>0.045</td>
<td>0.034</td>
<td>1.441</td>
<td>0.112</td>
</tr>
<tr>
<td></td>
<td>$\sigma$</td>
<td>0.004</td>
<td>0.004</td>
<td>0.049</td>
<td>0.011</td>
</tr>
<tr>
<td></td>
<td>Min.–max.</td>
<td>0.036–0.050</td>
<td>0.024–0.043</td>
<td>0.129–1.577</td>
<td>0.084–0.134</td>
</tr>
<tr>
<td>Aarup ($N = 4$)</td>
<td>Mean</td>
<td>0.150</td>
<td>0.029</td>
<td>1.328</td>
<td>0.214</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>0.157</td>
<td>0.030</td>
<td>1.310</td>
<td>0.219</td>
</tr>
<tr>
<td></td>
<td>$Q_1$</td>
<td>0.134</td>
<td>0.026</td>
<td>1.284</td>
<td>0.183</td>
</tr>
<tr>
<td></td>
<td>$Q_3$</td>
<td>0.173</td>
<td>0.033</td>
<td>1.353</td>
<td>0.249</td>
</tr>
<tr>
<td></td>
<td>$\sigma$</td>
<td>0.039</td>
<td>0.006</td>
<td>0.075</td>
<td>0.057</td>
</tr>
<tr>
<td></td>
<td>Min.–max.</td>
<td>0.097–0.189</td>
<td>0.021–0.033</td>
<td>1.260–1.432</td>
<td>0.143–0.276</td>
</tr>
<tr>
<td>Saeby ($N = 9$)</td>
<td>Mean</td>
<td>0.167</td>
<td>0.022</td>
<td>1.554</td>
<td>0.258</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>0.175</td>
<td>0.022</td>
<td>1.560</td>
<td>0.258</td>
</tr>
<tr>
<td></td>
<td>$Q_1$</td>
<td>0.126</td>
<td>0.019</td>
<td>1.515</td>
<td>0.230</td>
</tr>
<tr>
<td></td>
<td>$Q_3$</td>
<td>0.192</td>
<td>0.024</td>
<td>1.606</td>
<td>0.284</td>
</tr>
<tr>
<td></td>
<td>$\sigma$</td>
<td>0.057</td>
<td>0.003</td>
<td>0.082</td>
<td>0.034</td>
</tr>
<tr>
<td></td>
<td>Min.–max.</td>
<td>0.076–0.256</td>
<td>0.017–0.028</td>
<td>1.389–1.666</td>
<td>0.209–0.308</td>
</tr>
<tr>
<td>Iversen ($N = 10$)</td>
<td>Mean</td>
<td>0.090</td>
<td>0.030</td>
<td>1.386</td>
<td>0.179</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>0.060</td>
<td>0.029</td>
<td>1.421</td>
<td>0.164</td>
</tr>
<tr>
<td></td>
<td>$Q_1$</td>
<td>0.057</td>
<td>0.027</td>
<td>1.362</td>
<td>0.137</td>
</tr>
<tr>
<td></td>
<td>$Q_3$</td>
<td>0.064</td>
<td>0.032</td>
<td>1.443</td>
<td>0.190</td>
</tr>
<tr>
<td></td>
<td>$\sigma$</td>
<td>0.067</td>
<td>0.008</td>
<td>0.151</td>
<td>0.060</td>
</tr>
<tr>
<td></td>
<td>Min.–max.</td>
<td>0.052–0.246</td>
<td>[0.022–0.049]</td>
<td>1.00–1.544</td>
<td>0.116–0.282</td>
</tr>
<tr>
<td>Total ($N = 219$)</td>
<td>Mean</td>
<td>0.099</td>
<td>0.036</td>
<td>1.419</td>
<td>0.197</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>0.097</td>
<td>0.033</td>
<td>1.420</td>
<td>0.230</td>
</tr>
<tr>
<td></td>
<td>$Q_1$</td>
<td>0.045</td>
<td>0.030</td>
<td>1.381</td>
<td>0.108</td>
</tr>
<tr>
<td></td>
<td>$Q_3$</td>
<td>0.149</td>
<td>0.036</td>
<td>1.470</td>
<td>0.270</td>
</tr>
<tr>
<td></td>
<td>$\sigma$</td>
<td>0.056</td>
<td>0.014</td>
<td>0.090</td>
<td>0.079</td>
</tr>
<tr>
<td></td>
<td>Min.–max.</td>
<td>0.036–0.256</td>
<td>0.017–0.126</td>
<td>1.000–1.666</td>
<td>0.084–0.319</td>
</tr>
</tbody>
</table>

† $Q_1$, first quartile of the dataset; $Q_3$, third quartile of the dataset.
‡CF, clay-size fraction; OM, organic matter; $\rho_d$, bulk density; $\theta_{\text{pF3}}$, volumetric water content at −1000 H$_2$O; Campbell $b$, pore-size distribution index.
Fig. 3. Visible–near-infrared spectra of the selected soil samples and the possible spectrally active components: for a loamy sand soil and for a loam soil with low and high pore-size distribution index (Campbell \(b\)); and for a sand soil with a low value and sandy loam soil with a high volumetric water content at −1000 cm H\(_2\)O (\(\theta_{pF3}\)). OM, organic matter.

Table 2. Partial least squares regression analysis of visible–near-infrared model.

<table>
<thead>
<tr>
<th>Parameter†</th>
<th>N</th>
<th>(R^2)Cal</th>
<th>(R^2)CV</th>
<th>RMSEC</th>
<th>RMSECV</th>
<th>RPIQ</th>
<th>Factors</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\theta_{pF3}) (cm(^3) cm(^{-3}))</td>
<td>219</td>
<td>0.95</td>
<td>0.92</td>
<td>0.017</td>
<td>0.022</td>
<td>6.80</td>
<td>5</td>
</tr>
<tr>
<td>Campbell (b)</td>
<td>219</td>
<td>0.90</td>
<td>0.86</td>
<td>1.3</td>
<td>1.519</td>
<td>4.62</td>
<td>5</td>
</tr>
</tbody>
</table>

† \(\theta_{pF3}\), volumetric water content at −1000 H\(_2\)O; Campbell \(b\), pore-size distribution index.
‡ \(R^2\)Cal, \(R^2\) of the calibration dataset; \(R^2\)CV, \(R^2\) of cross-validation dataset; RMSEC, RMSE of the calibration dataset; RMSECV, RMSE of the cross-validation dataset; RPIQ, ratio of performance to interquartile distance.
and Iversen datasets (8.48, 13.57, and 4.57 instead of 6.51, 11.92 and 3.65, respectively). Furthermore, differences in Q3 values were found in the Saeby and Iversen datasets (15.59 and 9.71 instead of 17.88 and 5.50, respectively). The slightly over- or underprediction of the specific soil samples may be related to the soil structure. Thus, larger number of macropores or interaggregate pores in the 100-cm3 cores would lead to an overestimation, whereas a smaller number of macropores or intraaggregate pores would lead to an underestimation.

Comparison of this study’s results with the literature is of limited value, since not much research has been conducted in this area so far. However, Babaeian et al. (2015) developed spectral transfer functions using spectral reflectance values (from the vis–NIR range) as predictor variables and obtained lower R2 values (0.53) for the prediction of q_pF3 than in this study. The higher R2 value in this study may be related to the wider range of q_pF3 (0.084–0.319 kg kg−1) than in the Babaeian et al. (2015) study (0.141–0.272 kg kg−1).

Looking at Fig. 5, there is a trend toward bimodal data distribution, with Jyndevad and Silstrup representing relatively many points within a narrow interval of parameter values. To evaluate if this influenced the results, the entire analyses were repeated using only (i) 15 or (ii) 30 points for both Jyndevad and Silstrup fields (selected to represent the entire interval of Campbell b values for each soil). Strategies i and ii gave only minor changes in vis–NIR-based models and model performance for both Campbell b (R2 of the calibration dataset [R2_Cal] = 0.89 and 0.90, R2 of the cross-validation dataset [R2_CV] = 0.78 and 0.80 and RMSECV = 1.86 and 1.78 for i and ii, respectively) and θ_pF3 (R2_Cal = 0.90 and 0.91, R2_CV = 0.87 and 0.88, and RMSECV = 0.024 and 0.024 for i and ii, respectively). The maximum deviation in R2_CV was 0.08, whereas the minimum was 0.05 between the models using 15, 30, and all points for the two fields.

### Soil-Fines-Based Pedotransfer Function Analysis

The results from the multiple linear regression analysis for θ_pF3 and Campbell b are presented in Table 4. The analysis showed that θ_pF3 is linearly correlated with the volume of soil fines. The particle density of the CF was estimated to be 2.7 g cm−3, which is close to the findings of other studies (Bielders et al., 1990; Blanco-Canqui et al., 2006; McBride et al., 2012; Schjønning et al., 2017), whereas the particle density of soil OM ranged between 0.9 and 1.3 g cm−3 and was assumed to be 1.0 g cm−3. High values of R2 and RPIQ (0.92 and 5.61) and a low value for RMSE (0.022 cm3 cm−3) resulted in a fairly good model. Rawls et al. (1982) performed a multiple linear regression analysis for the relationship between soil water content and soil fines (bulk density, sand, silt, clay, and OM), and the corresponding R2
Fig. 6. Soil-fines-based pedotransfer functions for (a) pore-size distribution index (Campbell \( b \)) as a function of bulk density (\( \rho_d \)), clay-size fraction (CF), and organic matter (OM) and (b) volumetric water content at −1000 cm H2O (\( \theta_{pF3} \)) as a function of volumetric content of soil fines.

Table 5. Statistical characteristics of predicted parameters (volumetric water content at −1000 H2O [\( \theta_{pF3} \)] and pore-size distribution index [Campbell \( b \)]) for each dataset using the soil-fines-based pedotransfer function.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Parameter</th>
<th>Mean</th>
<th>Median</th>
<th>Q1 †</th>
<th>Q3 ‡</th>
<th>σ</th>
<th>Min.–max.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Silstrup</td>
<td>( \theta_{pF3} ) (cm(^3) cm(^{-3}))</td>
<td>0.260</td>
<td>0.257</td>
<td>0.250</td>
<td>0.271</td>
<td>0.019</td>
<td>0.213–0.306</td>
</tr>
<tr>
<td>Estrup</td>
<td>( \theta_{pF3} ) (cm(^3) cm(^{-3}))</td>
<td>11.49</td>
<td>11.42</td>
<td>10.79</td>
<td>11.95</td>
<td>1.01</td>
<td>9.28–13.94</td>
</tr>
<tr>
<td>Jyndevad</td>
<td>( \theta_{pF3} ) (cm(^3) cm(^{-3}))</td>
<td>0.241</td>
<td>0.231</td>
<td>0.221</td>
<td>0.258</td>
<td>0.038</td>
<td>0.151–0.352</td>
</tr>
<tr>
<td>Estrup</td>
<td>( \theta_{pF3} ) (cm(^3) cm(^{-3}))</td>
<td>8.92</td>
<td>9.12</td>
<td>8.10</td>
<td>9.70</td>
<td>1.20</td>
<td>5.19–11.28</td>
</tr>
<tr>
<td>Jyndevad</td>
<td>( \theta_{pF3} ) (cm(^3) cm(^{-3}))</td>
<td>0.129</td>
<td>0.128</td>
<td>0.120</td>
<td>0.136</td>
<td>0.012</td>
<td>0.103–0.163</td>
</tr>
<tr>
<td>Aarup</td>
<td>( \theta_{pF3} ) (cm(^3) cm(^{-3}))</td>
<td>4.27</td>
<td>4.27</td>
<td>4.02</td>
<td>4.56</td>
<td>0.35</td>
<td>3.57–4.99</td>
</tr>
<tr>
<td>Saebey</td>
<td>( \theta_{pF3} ) (cm(^3) cm(^{-3}))</td>
<td>0.218</td>
<td>0.222</td>
<td>0.185</td>
<td>0.255</td>
<td>0.062</td>
<td>0.142–0.286</td>
</tr>
<tr>
<td>Iversen</td>
<td>( \theta_{pF3} ) (cm(^3) cm(^{-3}))</td>
<td>9.82</td>
<td>9.98</td>
<td>8.31</td>
<td>11.49</td>
<td>2.90</td>
<td>6.26–13.07</td>
</tr>
<tr>
<td>Total</td>
<td>( \theta_{pF3} ) (cm(^3) cm(^{-3}))</td>
<td>0.255</td>
<td>0.266</td>
<td>0.195</td>
<td>0.295</td>
<td>0.069</td>
<td>0.150–0.360</td>
</tr>
</tbody>
</table>

† Q1, first quartile of the dataset.
‡ Q3, third quartile of the dataset.
for $\theta_{\text{pF}3}$ was 0.76. Babaeian et al. (2015) related $\theta_{\text{pF}3}$ to the sand and C content, which yielded an $R^2$ value of 0.33 and a RMSE of 0.02 cm$^3$ cm$^{-3}$.

Campbell $b$ was strongly correlated with bulk density, CF, and OM, with $R^2$ and RPIQ values of 0.89 and 4.96, respectively, and a RMSE value of 1.33. When using the prediction method of Clapp and Hornberger (1978) (pedotransfer function based only on CF), Olesen et al. (1996) obtained an $R^2$ value of 1.75. Using the prediction method of Williams et al. (1989) (which correlates the Campbell $b$ parameter with the CF, coarse sand, fine sand, and bulk density), the RMSE value was 1.67 for the same study. These correlations with the corresponding pedotransfer functions are illustrated in Fig. 6. The statistical characteristics (mean, median $Q_1$, $Q_3$, $\sigma$, and range of $\theta_{\text{pF}3}$ and Campbell $b$) of the predicted parameters using typically available soil fines for each dataset are presented in Table 5. The predicted mean values of $\theta_{\text{pF}3}$ are compared closely with the measurements for the majority of the soils, as well as the values of Campbell $b$. However, the predicted statistical characteristics of Campbell $b$ for the Saebey database are underestimated and for the Aarup and Iversen datasets are overestimated.

**Comparison of Visible–Near-Infrared Model and Soil-Fines-Based Pedotransfer Function**

The two parameters ($\theta_{\text{pF}3}$ and Campbell $b$) obtained using the two methods were inserted into the anchored Campbell function, and the ability to predict SWRC was tested. The RMSE in soil water content when predicting soil water retention from pF 1 to 3 (using either vis–NIR or soil-fines-based pedotransfer function) for each soil sample is presented as a function of CF in Fig. 7. The RMSE had very weak correlation with CF for both methods ($R^2 = 0.11$ and 0.17 for vis–NIR and soil-fines-based pedotransfer function, respectively).

Figure 8 depicts an example of the performance of SWRC for 12 soil samples (two representative soil samples for the Aarup, Saebey, Iversen, Silstrup, Estrup, and Jyndevad datasets). Soil-fines-based pedotransfer function showed slightly better predictions for five soils (one soil each from Aarup, Saebey, Estrup, and Jyndevad and two soils from Iversen), whereas the vis–NIR model presented better predictions for three soils (one soil each from Saebey, Silstrup, and Jyndevad). The remaining four soils were predicted equally well by both methods.

The ability to predict SWRC across-field variations (using three available field datasets) was also tested using the mean values of Campbell $b$ and $\theta_{\text{pF}3}$ of each field predicted by the vis–NIR
model or soil-fines-based pedotransfer function, and the results are shown in Fig. 9. For Silstrup and Estrup, the average measurements of soil water retention points and soil water retention data curves were slightly better using predictions from the vis–NIR model, rather than the soil-fines-based pedotransfer function. For Jyndevad, which has lower ranges of soil water retention data, the predictive ability of the soil-fines-based pedotransfer function was poorer than that of the vis–NIR model.

**Conclusions**

This study presents two methods for predicting the SWRC for a wide range of soil textures and OM contents: using either vis–NIR measurements or typically available soil fines. The Campbell soil water retention function was anchored not at saturation but at pF 3, and the two model parameters predicted were $\theta_{pF3}$ and Campbell $b$.

Given the RPIQ, the model of $\theta_{pF3}$ using vis–NIR spectroscopy was better than the model using a soil-fines-based pedotransfer function. However, for Campbell $b$, the soil-fines-based pedotransfer function was more accurate than the vis–NIR model. Furthermore, the two methods combined with the Campbell function anchored at pF 3 accurately predicted the SWRC across-field variations and for point soil samples. Both methods compared closely with the measured soil water retention data. However, the SWRC was slightly better predicted for point samples using the soil-fines-based pedotransfer function and across-field variations using the vis–NIR model.

Although both models can be applied for a large texture range as a faster and indirect method to predict the SWRC across-field variations or for point soil samples, the present study comprises soils up to 20% (v/v) content of fines, and subsequent studies should also include highly clay soils (with >20% fines content). Furthermore, data from broader texture classes, as well as from different geographical locations, should be added to these models to extend the capability of the models.
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